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1 OVERVIEW

Realistic image composition by inserting foreground objects
into a background image has been studied extensively.
The target is to achieve composition realism by adjusting
object geometry and object appearance automatically and
adaptively with respect to the surrounding background.
With the advances of deep neural network research, image
synthesis has been investigated as an image augmentation
approach when only a limited amount of annotated images
is available. For example, [7], [11], [45] study synthesis of
scene text images for training better scene text detection
and recognition models, [5] uses synthetic chair images
for training better optical flow networks. In recent years,
a number of GAN-based techniques have been reported
which synthesize new images by generation from random
noises [3], [25], [51], appearance transfer [20], [46], [47], [55]
or image composition [48], [49], [50].

Our proposed technique adopts the image composition
approach for the synthesis of verisimilar scene text images.
Beyond training GANs for realistic text appearance, it is
capable of identifying suitable text embedding locations
within the background image according to the semantic
coherence. In addition, it exploits local contexts and is
capable of aligning the foreground texts with the contextual
structures within the background image realistically.

Automatic detection and recognition of various texts in
scene images has attracted increasing research interests in
recent years due to many relevant applications in practice
[15], [30]. Different detection techniques have been proposed
from those earlier using hand-crafted features [22], [24],
[31] to the recent using DNNs [13], [36], [38], [43], [53].
Different detection approaches have also been explored
including character based detection [9], [10], [14], [35], word-
based detection [8], [13], [19], [21], [54] and the recent line-
based detection [41], [52]. Meanwhile, different scene text
recognition techniques have been developed from the earlier
recognizing characters directly [1], [6], [11], [12], [27], [42] to
the recent recognizing words or text lines using recurrent
neural network (RNN), [28], [29], [33], [34], [44] as well as
various attention models [4], [18].

1.1 Datasets

The proposed image synthesis technique has been evaluated
over the following public datasets:

ICDAR 2013 [16] dataset contains 229 images for train-
ing and 233 images for testing with word-level annotations.
For recognition task, there are 848 word images for training
recognition models and 1095 word images for evaluation.

ICDAR 2015 [15] is a dataset that consists of 1,670
images (17,548 annotated incidental scene text regions) ac-
quired using the Google Glass. Incidental scene text refers
to text that appears in the scene without the user taking any
action to rectify the position and quality of the text regions.

MSRA-TD500 [40] dataset consists 300 natural images
for training, 200 images for testing with diverse visual
contents and resolutions, which are taken from cluttered
indoor and outdoor scenes using a pocket camera.

IIIT5K [23] dataset consists of 2000 training images and
3000 test images with cropped scene texts and born-digital.
For each image, there are two lexicons: one with 50-word
and the other with 1000-word.

SVT [37] dataset consists of 249 street view images from
which 647 words images are cropped. Each word image has
a 50-word lexicon.

CUTE [26] has 288 curved word images cropped from
the CUTE dataset that are originally collected for scene text
detection research.

TABLE 1
Scene text detection performance on the ICDAR2013 dataset by using
the EAST model as described in Section 4.2.1, where “Synth”, “Gupta”

and “Zhan” denote the training images that were synthesized by our
proposed method, Gupta’s [7] and Zhan’s [45], respectively. “1K”

denotes the number of synthesized images used, “Random” denotes
embedding texts with random locations and colors, “RD” and “TE”

denote the proposed region detection and text embedding techniques.

Training Data R P F
1K Synth (Random) 69.13 64.82 66.91
1K Synth (RD) 71.64 66.46 68.95
1K Synth (TE) 69.76 65.71 67.67
1K Synth (RD+TE) 72.32 67.57 69.86
1K Gupta [7] 68.68 67.50 68.09
1K Zhan [45] 70.96 66.87 68.85

1.2 Scene Text Detection
1.2.1 Implementation
For the scene text detection task, we adopt an adapted EAST
model [54] to train all text detectors. EAST is a fully convo-
lutional network (FCN) which can directly localize texts of
arbitrary orientations at word or text-line level. It allows
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TABLE 2
Scene text recognition performance over the datasets ICDAR2013, ICDAR2015, IIIT5K, SVT and CUTE, where “50” and “1K” in the second row

denote the lexicon size and “None” means no lexicon used. ASTR denotes the recognition model as described in Section 4.3.1.

Methods ICDAR2013 ICDAR2015 IIIT5K SVT CUTE
None None 50 1k None 50 None None

Yao [42] [-] - - 80.2 69.3 - 75.9 - -
Almazan [1] [-] - - 91.2 82.1 - 89.2 - -
Gordo [6] [-] - - 93.3 86.6 - 91.8 - -
Jaderberg [12] [Jaderberg 8M] 81.8 - 95.5 89.6 - 93.2 71.7 -
Jaderberg [13] [Jaderberg 8M] 90.8 - 97.1 92.7 - 95.4 80.7 -
Shi [28] [Jaderberg 8M] 89.6 - 97.8 95.0 81.2 97.5 82.7 -
Shi [29] [Jaderberg 8M] 88.6 - 96.2 93.8 81.9 95.5 81.9 59.2
Yang [39] [Private] - - 97.8 96.1 - 95.2 - 69.3
Lee [18] [Jaderberg 8M] 90.0 - 96.8 94.4 78.4 96.3 80.7 -
ASTR [Jaderberg 5M] [14] 86.6 64.1 96.8 93.2 81.0 96.1 81.5 55.8
ASTR [Gupta 5M] [7] 87.0 66.6 97.6 94.8 81.3 95.2 80.1 55.9
ASTR [Zhan 5M] [45] 87.7 67.4 97.9 95.4 82.1 96.9 82.2 56.8
ASTR [Ours 5M] 89.4 68.1 98.7 96.3 84.1 97.2 82.9 58.6

end-to-end training and optimization without unnecessary
intermediate components and steps, and achieves superior
detection accuracy and efficiency as compared with state-of-
the-art methods. It uses the PVANET [17] as the backbone in
its original implementation. We instead use the ResNet-152
in our implementation as PVANET is not publicly available.

The proposed image synthesis technique is evaluated by
using the dataset ICDAR2013 that has been widely used
in scene text detection study for years. Two experiments
were performed to demonstrate the effectiveness of our
synthesized images in training deep detection networks. In
the first experiment, we employ 400K images synthesized by
our proposed method to train an EAST model and compare
the trained model with the state-of-the-art as shown in Table
2. The purpose is to show that our synthesized images can
perform similarly or even better than real images while
applied for training deep detection models. In the second
experiment, we carry out an ablation study that uses 1K
synthesized images to evaluate the performance of our
proposed region detection and text embedding techniques.
This experiment also compares our image synthesis tech-
nique with two state-of-the-art image synthesis techniques
as shown in Table 3. Note we use 5000 images without
containing any scene texts as the background images and
select the foreground texts from publicly available corpses.
The number of embedded words or text lines is limited to a
maximum of 15 for each background image.

1.2.2 Result Analysis

Table 2 shows experimental results when 400K synthesized
images are used to train the adapted EAST model. As
Table 2 shows, the trained EAST model achieves similar
performance as compared with state-of-the-art models that
use either real images or synthesized images in training.
Though a much larger amount of synthesized images is used
as compared with those using real images, the proposed im-
age synthesis technique generates new images by machines
which removes the complicated image collection and selec-
tion process as required by real images. More importantly,
the proposed image synthesis technique produces object an-
notations automatically which removes the time-consuming
object annotation process. The use of a larger amount of
synthesized images will introduce a longer training time

but this is far more manageable as compared with manual
collection, selection, and annotation of a large amount of
real images. Note Gupta, et al also used their synthesized
images in training, but they used 800K synthesized images
in training and the achieved f-score is clearly lower than
ours using 400K synthesized images.

Table 3 shows ablation study results as well as com-
parisons with other image synthesis techniques. For fair
comparisons, the adapted EAST and 1K synthesized images
(by different synthesis methods) are used in detection model
training consistently. As Table 3 shows, random placement
of source texts into background images (no control of
embedding locations and text appearance) is capable of
producing useful training images (with a detection f-score
of 66.91%). The including of either our proposed region
detection (RD) or text embedding (TE) clearly improves
the detection f-score by up to 2%, and the including of
both further improves the detection f-score by up to 3%. In
addition, we can see that our synthesized images perform
clearly better than the synthesized images in [7] and [45],
with an up to 2% f-score improvement. The better perfor-
mance is largely due to the semantic coherence, geometry
alignment, and realistic appearance within our proposed
image synthesis technique as illustrated in Fig. 5.

1.3 Scene Text Recognition

1.3.1 implementation

For the scene text recognition task, we adopt an attention-
based scene text recognition model (ASTR) which is a
sequence-to-sequence learning method [2], [32]. The ASTR
consists of an encoder and a decoder, where the encoder
extracts a sequential representation from the input image
and the decoder recurrently generates a sequence condi-
tioned on the sequential representation. The text recognition
model covers 68 characters including 10 digits, 26 lower-
case letters and 32 ASCII punctuation marks. In evaluations,
only digits and letters are counted and the rest is directly
discarded. If a lexicon is provided, the lexicon word that
has the minimum edit distance with the predicted word is
selected. In addition, evaluations are based on the correctly
recognized words (CRW) which can be determined based
on the ground truth transcription.
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Fig. 1. A number of sample images by our proposed synthesis technique that show how the proposed semantic coherence, geometry alignment
and realistic text appearance work together for automatic and verisimilar scene text synthesis.

The proposed image synthesis technique is evalu-
ated over five public datasets including ICDAR2013, IC-
DAR2015, IIIT5K, SVT and CUTE as shown in Table 4. Two
sets of benchmarking evaluations were performed. The first
compares our proposed image synthesis technique with a
list of state-of-the-art scene text recognition techniques that
use different amounts of synthesized images (most used a
much larger amount as shown in Table 4) as well as different
recognition models as proposed in the respective research.
The purpose is to demonstrate how our synthesized images
perform as compared with state-of-the-art recognition meth-
ods. The second compares our proposed image synthesis
technique with a number of state-of-the-art image synthesis
techniques, where the same amount of synthesized image
(5M) and the same recognition model ASTR is used for
all model training consistently. It provides a more direct
comparison by using the same recognition model and the
same amount of synthesized images.

1.3.2 Result Analysis

Table 4 shows the scene text recognition results. As Table 4
shows, our ASTR model (ASTR [Ours 5M]) achieves state-
of-the-art scene text recognition accuracy when 5M images
synthesized by our proposed method are used in training.
Though the accuracy by the ASTR [Ours 5M] is not always
the highest, it performs better than other state-of-the-art
techniques for most evaluated datasets under different sce-
narios with or without using lexicons. The slighter lower
accuracy for some dataset such as ICDAR2013 and SVT
(using 50 lexicon) is largely due to a larger amount of
training images, e.g. 8M in [28] or a constrained-output
recognizer [13]. In addition, the ASTR was common model
for text recognition without specific design whereas the
state-of-the-art recognition models usually used the latest
networks with proposed tricks. It should be noted that
the dataset CUTE contains a large amount of curved texts
that cannot be recognized properly by most state-of-the-art
methods (whereas the methods in [29], [39] were specially
designed to recognized curved/irregular texts).

Table 4 also shows the comparison between our pro-
posed image synthesis methods and three state-of-the-art
image synthesis methods as reported in [7], [14], [45]. For
fair comparison, the same amounts of synthesized images
(5 million) were taken from our proposed method and the
three state-of-the-art methods and the same ASTR model
is used consistently. The trained recognition models are
labelled by “ASTR [Ours 5M]”, “ASTR [Jaderberg 5M]”,
“ASTR [Gupta 5M]” and “ASTR [Zhan 5M]”, respectively.
As Table 4 shows, the ASTR trained by using our synthe-
sized images outperforms the ASTR trained by using the
“Jaderberg 5M”, “Gupta 5M” and “Zhan 5M” consistently
across all 5 evaluated datasets. The outstanding recognition
performance of our “ASTR [Ours 5M]” is largely due to the
semantic coherence, geometry alignment and realistic text
appearance in our proposed image synthesis method.
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